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	RTMA and URMA upgrade to version 2.5.0



Description: 

The Real-Time Mesoscale Analysis (RTMA) and the Un-Restricted Mesoscale Analysis (URMA) run in the NCEP production suite on the NOAA Weather and Climate Operational Supercomputer System (WCOSS).  They are developed and supported mainly by the Environmental Modeling Center (EMC) with collaboration by NOAA/ESRL/GSD, and operated and managed by NCEP Central Operations (NCO).  

The RTMA OSIP project 06-069 cleared Gate 4 in 2006 and the first 5-km RTMA (version 1.0.0) was implemented for CONUS in June 2006 followed by 6-km Alaska RTMA in 2007 and 2.5-km RTMA for Hawaii and Puerto Rico in 2008.  RTMA CONUS products were introduced on AWIPS with OB7.2 and OCONUS products with OB8.3.  A unified RTMA code (version 2.0.0) was implemented in 2009.  Using an enhanced code (version 2.1.0), the 2.5-km Guam RTMA and 2.5-km CONUS RTMA were implemented in September 2010. An upgrade (version 2.2.1) comprising science and product enhancements to all RTMAs took place in January 2014. It also included the implementation of a 2.5-km RTMA for the Northwest River Forecast Center (NWRFC) area of interest, and 2.5-km URMAs for CONUS and NWRFC.  Version 2.3.1 was implemented April 2015 and included improved quality control, analysis of total cloud amount (aka cloud cover), and use of 3-km High Resolution Rapid Refresh (HRRR) and 4-km NAM-nest as first guess over CONUS.  Version 2.4.1 was implemented in January 2016 and included variational quality control, URMA for Alaska and minT and maxT analyses for URMA (for both CONUS and Alaska).
Estimates of the analysis uncertainty are also computed for each analyzed parameter. The RTMA products are used to support National Digital Forecast Database (NDFD) operations, and represent an important dataset used at the NWS Weather Forecast Offices for their routine forecast preparations and, especially URMA, for forecast verification.  RTMA/URMA fields are also used to downscale and bias correct NCEP operational ensemble products from SREF and GEFS. In addition, URMA was selected in 2014 to serve as the reference analysis for the National Blend of Models Project.

The RTMA/URMA-system component supported by EMC uses the 2-D mode of the Grid-point Statistical Interpolation (GSI) to create analyses of surface and near-surface weather conditions on the above domains/grids. It also remaps stage II (as RTMA) and stage IV (as URMA) precipitation to the CONUS and NWRFC grids. For CONUS and NWRFC, the RTMA/URMA GSI uses a blend of downscaled short-term HRRR and NAM-nest forecasts as its first guess.  For Alaska, a blend of downscaled forecasts from the 13km RAP and 6km NAM-Alaska nest is used as the first guess, while downscalings of the 3-km forecasts from NAM’s Hawaii-nest and Puerto Rico-nest provide the first guesses for Hawaii and Puerto Rico. For Guam, the 13km GFS forecast is downscaled [and will be blended with ~3km HiResWindow] to create the first guess. The RTMA/URMA updates the first guess using the 2-D GSI with all surface observations (surface-synoptic, METAR, mesonet, ship, buoy, Windsat and ASCAT winds) and low-level atmospheric motion vectors from geostationary satellites to create analyses of pressure, cloud cover and visibility at the earth’s surface, temperature and dew point at 2 m, and wind and wind gust at 10 m.  Over CONUS, GOES Imager observations are also used in the computation of cloud cover.
The overarching objective of this charter is to provide an upgraded RTMA/URMA system suitable for use as ‘truth’ for the NBM project and to show how suggestions and feedback from the field have resulted in improvements to the analysis.  The implementation of URMA for Puerto Rico and Hawaii includes NBM-critical min and max temperature fields for those domains.
This upgrade is being combined with the next implementation of the RAP and HRRR systems.  Since the RTMA used HRRR and RAP forecasts to compute the background fields over CONUS and Alaska, improvements in those systems will result in improvements in the RTMA.  
Two new variables are being added to the analysis: wind speed and cloud ceiling height.  The new wind speed analysis analyzes wind speed as a scalar, while the wind in RTMA is currently based off of an analysis of stream function and velocity potential.  Stream function and velocity potential will still be used to analyze wind direction.  This new approach was requested by field users who found that the current wind speed analysis did not physical sense over complex terrain and that spurious wind speed increments were occurring over certain areas.  The new wind speed analysis is only being implemented for Alaska and CONUS at this time.
The cloud ceiling height analysis was requested by the FAA to help determine flight category (instrument vs. visual flight rules).  The analysis uses a background field from the RAP and ceiling observations derived from METAR observations.  This variable should be considered experimental in nature because field customers have not had sufficient time to evaluate it.  The ceiling analysis is also being implemented for Alaska and CONUS domains only at this time.

The upgrade also includes use EMC/GFE common topography and land/sea mask fields, extension NAM smartinit downscaling to the west and north, addition of cloud ceiling and mean sea level pressure to the NAM smatinit fields (to be used in future RTMA upgrades) and improvements to the variational quality control.
This project is an NWS and NCEP Annual Operating Plan (AOP) milestone originally meant for the 3rd quarter of fiscal year 2016.  This project maps to NCEP’s strategic goal to produce and deliver the best products and services.

Scope: 
The scope of the project includes: 
1. Implement URMA systems (including min/max temperature analysis) for Hawaii, Puerto Rico 
2. Analyze 10-m wind speed as a scalar variable

3. Analyze cloud ceiling height
4. Use new observation variational quality control within the GSI
5. Use EMC/GFE common topography and land/sea mask fields
6. Leverage enhancements to RAP and HRRR in background fields
Output Changes / Issues   

1. Add the 2.5-km analysis and analysis uncertainty for URMA-PR and URMA-HI to NOAAPORT, the NCEP server, and NOMADS.

2. Increased file size for RTMA-CONUS, URMA-CONUS, RTMA-Alaska and URMA-Alaska analysis and uncertainty fields due to added variables.
The scope of the project does not include:
The following areas of scope are uncertain or have not been fully defined: 
Justification & Expected Benefits:  

The following benefits will accrue from the changes listed above under scope:

1. Improved wind speed analysis (physically consistent with terrain) across CONUS and Alaska
2. NBM will be able to use min/maxT analyses over PR and HI as ‘analysis of record.’

3. More consistent forecast verification at WFOs with use of common EMC/GFE terrain
4. The enhanced observation quality control obtained by using VarQC will eliminate questionable obs with only marginally large deviations from the first guess reducing reliance on the Gross Check.

5. The GSI-based ceiling height analysis combined with the existing visibility field will provide the necessary fields from which flight category can be determined which is important to aviation interests across the nation. 

This project represents the normal evolution of the RTMA/URMA system, characterized by incremental improvements in quality and usefulness.  

Organizational Scope: 

The organizational scope of the project includes all of the NCO Branches, the EMC Mesoscale Modeling Branch, NCEP’s WPC and SPC Service Centers, NWS Western , Eastern, Central, Southern, and Alaskan Regions/Offices, the NCO/Silver Spring (aka TOC), the NOAA Web Operations Center (WOC) and the NWS OS&T.  EMC will be responsible for developing the code changes; developing and executing a test plan including running experimental, parallel and, if necessary, retrospective runs; validating the quality of the RTMA/URMA changes; making the case for implementation to CCB (summarizing test results); and preparing Code Delivery Forms (CDFs aka RFCs) and associated release notes.  The NCO will be responsible for the technical testing, quality assurance and evaluation of the package including running of the real-time parallel and coordinating its use by/for the external reviewers.  NCO will be responsible for processing the CDFs and for the actual implementation of the code & script changes. The NCO will also be responsible for coordinating the product and volume changes with the TOC, WOC, NWS-OS&T.  The NCEP WPC & SPC and especially NWS Regions will be responsible for the evaluation of the changes as a critical part of the external review.  The TOC and WOC will be responsible for allocating and approving the necessary resources needed for the changes on the downstream ftp servers.  The NWS-OS&T will be responsible for issuing and approving the change notification to the field.

Proposed Evaluation Team: 

	Organization
	Recommended
	Optional (nice to have)

	NCEP Centers
	EMC, NCO (mandatory - see above)
	

	NCEP Service Centers
	WPC
	SPC

	NWS Region / WFO
	ER, WR,  CR, SR 

Brian.Miretzy@noaa.gov (ER)

David.Radell@noaa.gov (ER)

Andy.Edman@noaa.gov (WR)

Victor.Stegemiller@noaa.gov (WR/NWRFC)

Jeffrey.Craven@noaa.gov (CR)

John.Eise@noaa.gov (CR)
Eugene.Petrescu@noaa.gov (AK)
	PR, HI

	Other NWS or NOAA components
	David.Myrick@noaa.gov (MDL) 


	

	External Customers / Collaborators
	
	


FTE / Funding: lower right bottom segment of quad [in condensed form]
	Category of FTE
	Number
	Base
	Soft / Source
	Unfunded

	Civil Servant
	.08
	100%
	
	

	Contractors
	1.75
	40%
	60% NWS
	

	Visiting Scientist
	0
	
	
	


Risk: 

Initial Analysis of Product Volume
	Disk Usage
	Current Production

(Sum for all RTMA & URMA applications)
	Expected New Production

(Sum for all RTMA & URMA applications)
	Actual New Production

	IBM WCOSS Disk
	4000 GB/day
	4000 GB/day
	-

	IBM WCOSS Tape Storage
	170 GB/day (78GB permanent + 92 GB 2-year
	170 GB/day (78GB permanent + 92 GB 2-year
	-

	NCEP FTP Server
	17 GB /day
	17 GB/day
	-

	NWS FTP Server
	18 GB/day
	18 GB/day
	-


Note: IBM Disk usage estimates assume 3 days of output residing in /com for RTMA & URMA for CONUS, Alaska, Hawaii, Puerto Rico, and Guam.

Analysis of Product Availability
	
	Current Production
	Proposed Production

	NAWIPS (CENTERS)
	NO [WPC]
	NO [WPC]

	NCEP FTP Server
	YES
	YES

	NWS FTP Server
	YES
	YES

	AWIPS/NOAAPORT
	YES
	YES

	CONDUIT
	NO
	NO


Analysis of Production Resources for the RTMA
	Job Step
	Current Production

(2.5-km CONUS RTMA)
	Expected Production

(CONUS+OCONUS)
	Actual Production

	
	Nodes/

Tasks
	Runtime
	Nodes/ Tasks
	Runtime

(min)
	Nodes/ Tasks
	Runtime

(min)

	rtma_analysis 
	8/64
	7 min
	10/80
	9.5 min
	-
	-

	rtma_post 
	4/48
	7 min
	6/72
	8.5 min
	-
	-

	End-to-end (start of assimilation to end of post. Includes initial “getguess” serial job)
	-
	16 min


	
	18 min
	-
	-


Analysis of Production Resources for the URMA
	Job Step
	Current Production

(2.5-km CONUS URMA)
	Expected Production

(CONUS + OCONUS
	Actual Production

	
	Nodes/

Tasks
	Runtime
	Nodes/ Tasks
	Runtime

(min)
	Nodes/ Tasks
	Runtime

(min)

	urma_analysis 
	8/64
	9.5 min
	12/96
	10 min
	-
	-

	urma_post 
	4/48
	7.5 min
	8/96
	10 min
	-
	-

	End-to-end (start of assimilation to end of post. Includes initial “getguess” serial job)
	-
	17 min


	
	20 min
	-
	-


Test Plan:
Analysis examples over complex terrain will be presented to show the superior performance of the upgraded CONUS RTMA and URMA over the operational systems. Cross-validation statistics will also be presented.

Presentation of Test Results:
All available test results will be presented to the joint EMC and NCO Change Control Board (CCB) meeting.  The EMC Director and other senior staff making up the CCB will decide on its sufficiency.  A signed MEMO For the Record will be sent to NCO prior to filing of Code Delivery Forms and associated release notes. 

EMC personnel will make an additional effort to replicate the production environment to improve the efficiency of this implementation.  All CDFs for the RTMA/URMA v2.4 upgrade package will be submitted by 5 February 2015.    

A TIN will be drafted and issued in sufficient advance of implementation - by 19 February 2016.  An RC for DRG will be drafted and vetted by NCO/PMB’s Data Flow group by 26 February 2016.
Appointment of Project Manager: 

To achieve the objectives of this project, the Project Sponsors appoint Steven Earle of NCO/PMB and Geoff DiMego of EMC/MMB as co-Managers for this project. In this capacity, the co-Managers have the authority to expend NCO & EMC human and financial resources to accomplish objectives of the project.
Project Budget Authority: 

In support of this project, the Project Sponsors authorize the use of staff time to meet the scope/objectives. 

Project Reporting Frequency: 

Status will be reported on a quarterly basis or as required by Sponsor.
Project Expected Duration: 

The project will last approximately 3-4 months.

Schedule: upper right segment of Quad, provided by and updated quarterly by NCO/PMB …    as of 2 February 2016

	Milestone (NCEP)
	Date
	Status

	Initial coordination with SPA team
	05/01/2015 07/16
	

	EMC testing complete/ EMC CCB approval
	1/29
	

	Final Code Delivered to NCO
	2/5
	

	Technical Information Notice Issued
	2/19
	

	SPA begins prep work for 30 day test
	2/22
	

	30-day evaluation begins
	4/1
	

	30-day evaluation Ends
	4/30
	

	IT Testing Ends
	4/30
	

	Management Briefing
	5/10
	

	Operational Implementation
	5/12
	


Project Sponsor(s): 

Ben Kyger, Director NCEP Central Operations



Hendrik Tolman, Director NCEP Environmental Modeling Center


Signature(s) of the project Sponsor(s) indicates the project charter has been reviewed and approved by the Project Sponsor(s).

Project Sponsor Approval:   _________________________________________  Date: ____________




     Ben Kyger, Director NCO

Project Sponsor Approval:   _________________________________________  Date: ____________



                  Hendrik Tolman, Director EMC

NTOP Project Number: NCOxx     Look at the RMS project list to get the proper NTOP number (confirm 

                                                        with Sponsor/PMO)                               

 PMO Project Number: PMOxxx   PMO will assign this number once the project is signed by Sponsor 

                                                       (signed copy goes to PMO)
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