Release Notes:  NHC Track and Intensity Models (NHC Guidance Suite)
Version: 1.1.0
Implementation date/time:  TBD by NCO, probably by March 15, 2016
Purpose:  The National Hurricane Center utilizes a suite of simplified tropical cyclone track and intensity forecast models. All of the intensity models are statistically based, and the track models include simplified dynamical models, statistical models, and processing that reformats output from global models. 
Primary Developers:  Mark DeMaria/NHC/TSB, John Kaplan /OAR/AOML and other contributors
Runs on:  The National Weather Service (NWS) Weather and Climate Operational Supercomputing System (WCOSS)
Community Software:  The suite of track and intensity models were developed by a number of agencies over the past three decades.  The majority of the applications were developed by NCEP/NHC, NOAA/NESDIS, OAR/AOML and NCEP/EMC.  
Input Needed:  
WCOSS Inputs:
· Grib2 GFS files for the BAMS/BAMM/BAMD/LBAR/SHIPS/LGEM (/com/gfs/gfs.YYYYMMDD)
· UKmet WTNT80 bulletin for the UKMET model (/dcom/us007003/YYYMMDD/wtxtbul/ukmet_tropical_storms)
· Coefficient files for the CLIPER5/EPCLIPER/SHIPS models (/com/nhc/prod/parm)
NHC Provided Inputs:
· NHC and CPHC compute files (/nhc/save/guidance/storm-data/zcom). Naming format is bbnnyyy.com where bb is the storm basin (CP, EP or AL), nn is the storm number, yyyy is the year. 
· NHC/CPHC requesting server source files (/nhc/save/guidance/storm-data/ncep/returnIP). Format is bbnnyyyy.ip, where bb, nn and yyyy are the same as for the .com files. The guidance suite uses this file to identify which server IP to notify at the local office that the job is done, and the data is available to be retrieved from the NCEP server. File contents include a list containing the originating ATCF server’s IP address, user name and base directory used to signify the drop location for the receipt of the com file back to the originating server once the guidance suite job has completed. 
· GOES imagery for SHIPS model (/nhc/noscrub/data/guidance/ships/GOESarea)
· SST Analysis for SHIPS model (/nhc/noscrub/data/guidance/ships/sst)
· OHC Analysis for SHIPS model (/nhc/noscrub/data/guidance/ships/ohc)
· Blended Satellite TPW for SHIPS model (/nhc/noscrub/data/guidance/ships/TPW)
· Previous tracker output from the BAMM for the SHIPS model, previous CLP5 and SHF5 for the OCD5 model (in current working directory)
Output: Creates “adecks” (abbsnyyyy.dat) and AWIPS text products (CHGHUR/CHGE77) which list the track or intensity output from each of the models. The guidance suite runs on demand for any number of storms that NHC/CPHC requests guidance to be run during each six hour forecast cycle when storms are present in the Atlantic, East Pacific and Central Pacific basins.  
Where to find output: The adeck output files are available in /com/nhc/para/storm-data/bbnnyyyy for the parallel runs and /com/nhc/prod/storm-data/bbnnyyyy for the production runs. The SHIPS model output are available in /com/nhc/para/storm-data/ships/stext for the parallel runs and /com/nhc/prod/storm-data/ships/stext for the production runs. The two awips text product outputs are disseminated from WCOSS via DBNet and available in /pcom/para/nhc/stormNN/awipsmsg for the parallel runs and /pcom/prod/nhc/stormNN/awipsmsg for the production runs, where NN is the storm number (01 to 05).
Changes being made for this release: This release is to modified the GFS input from grib1 to grib2 format. All of the grib decoding is performed by anupdatem.ksh and bdupdate.ksh scripts. Only those two scripts have been modified. The wgrib2 library is now used instead of wgrib. 
Systems Usage:  
[bookmark: h.in9mtrkk5mer]The main job for the guidance suite uses one node per run (runs separately for each active storm in each of the four basins) and takes approximately 2 minutes of CPU time to complete. The maximum number of storms able to run at one time are 5 storms at once, although usually it much less. Thus, up to 5 nodes could be used per 6 hour time period. Any additional storms past the 5 storm limit are put into a processing queue until one of the original 5 systems has finished. To reduce processing time for the SHIPS and LBAR models, the pre-processing program is run before the guidance suite jobs are run to generate packed GFS files for SHIPS and decode the grib files for LBAR on a regular time interval. The pre-processing job only uses one node per cycle and takes approximately 8 minutes of CPU time to complete. If the pre-processing job fails, then the guidance suite job will need to process the input files itself and the total time for the guidance suite jumps from 2 minutes to 10 minutes, or else the job will fail. All jobs run in exclusive serial mode and only the packed GFS files will be archived for one year on HPSS.  
[bookmark: h.toeiixyc2nm7]Memory usage is less than 5 gb per run.
[bookmark: h.cu9rp2lkldp6]Disk storage is less than 5 mb per run. 
[bookmark: h.gn2p1656k4l]Each run is a serial job. 
Primary Users:  NHC, JTWC, CPHC, WPC, OPC, Coastal Weather Forecast Offices (WFOs), FEMA/Emergency Managers, media outlets and the general public 
In the future:   The SHIPS and LGEM models and the related Rapid Intensification Index (RII) will be updated annually to include new coefficients, and to add new capabilities. For 2016, a version with new coefficients and some upgrades is planned for delivery in March of 2016 (v1.2.0). Another release is planned for before May of 2016 that will utilize NCO-supplied data sources (v1.3.0) and then a version to run on the Cray.  
